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Our Group: Real-world Application Scenarios
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① Transferable Targeted Adversarial Examples (NeurIPS’21)
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Gradient descent
xWhite-box

Surrogate
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Black-box

Transfer
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model

Previous work[1-6]

  Targeted adversarial 
examples achieve 

little transferability. 

[1] Delving into transferable adversarial examples and black-box attacks. Liu et al. ICLR 2017.
[2] Boosting Adversarial Attacks with Momentum. Dong et al. CVPR 2018.
[3] Feature space perturbations yield more transferable adversarial examples. Inkawhich et al. CVPR 2019.
[4] Transferable perturbations of deep feature distributions. Inkawhich et al. ICLR 2020.
[5] Perturbing across the feature hierarchy to improve standard and strict blackbox attack transferability. Inkawhich et al. NeurIPS 2020.
[6] On generating transferable targeted perturbations. Naseer et al. ICCV 2021.

Ours

  Targeted adversarial 
examples achieve 

Strong transferability. 
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① Transferable Targeted Adversarial Examples (NeurIPS’21)
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<20 iterations in existing work:
• fail to converge     • fine to use many iterations

        ResNet50→DenseNet121 (MTDI-FGSM)

non-targeted

targeted

20

Insight 1: More Iterations

converge after 
100 iterations?
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Cross-Entropy Loss (LCE) causes vanishing gradient problem

Insight 2: Better Loss
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LCE

LLogit

 ResNet50→DenseNet121 (MTDI-FGSM)

non-targeted

Insight 2: Better Loss
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= “yawl” (a type of boat)ty

Attacking Google Vision API
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② Physical 3D Adversarial Examples in Auto-Driving (CVPR’24)
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pMonocular Depth Estimation (MDE): Estimate the depth (distance to the camera) 

② Physical 3D Adversarial Examples in Auto-Driving (CVPR’24)
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p Drawbacks of existing attacks (a) and (b): 
p Only Affect a small and localized area
p Fail at different conditions (e.g., angles, weathers, objects)

② Physical 3D Adversarial Examples in Auto-Driving (CVPR’24)
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pWe propose 3D2Fool to generate robust 3D adversarial textures

② Physical 3D Adversarial Examples in Auto-Driving (CVPR’24)
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p Comparisons at various angles

② Physical 3D Adversarial Examples in Auto-Driving (CVPR’24)
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p Comparisons at various weathers

② Physical 3D Adversarial Examples in Auto-Driving (CVPR’24)
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p Comparisons at various objects

② Physical 3D Adversarial Examples in Auto-Driving (CVPR’24)
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③ Defense against Poisons via Image Pre-processing (ICML’23)

(Testing-time) 
Adversarial Examples

(Training-time) 
Data Poisons



When the poisoning attack happens, 
a (fully-trained) target model hasn’t existed yet.

Gradient descent

x
White-box

Surrogate
model

Black-box

Transfer

Target
modelTraining data

③ Defense against Poisons via Image Pre-processing (ICML’23)



Unlearnable Examples: Making Personal Data Unexploitable. Huang et al. ICLR 2021

③ Defense against Poisons via Image Pre-processing (ICML’23)



[1] On the Spectral Bias of Neural Networks. Rahaman et al. ICML 2019
[2] Training Behavior of Deep Neural Network in Frequency Domain. Xu et al. ICONIP 2019
[3] Theory of the Frequency Principle for General Deep Neural Networks. Luo et al. CSIAM Trans. Appl. Math. 2021

Slightly-trained surrogate Fully-trained surrogate Surrogate-free

Epoch            1                  2                  3                 30               60

Frequency principle: 
Deep neural networks often learn from 
low to high frequencies during training[1,2,3].

③ Defense against Poisons via Image Pre-processing (ICML’23)



High-frequencyLow-frequency

Color shortcuts Texture shortcuts

Grayscale-based 
defense:

JPEG-based
defense:

③ Defense against Poisons via Image Pre-processing (ICML’23)



ours SOTA

effective++

efficient++

Assumption: Attacks do not know our defense, i.e., no adaptive attacks.

③ Defense against Poisons via Image Pre-processing (ICML’23)
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④ Automatic Training Problem Detection&Repair (ICSE’21)

Model training gets heavier and heavier... 



Model training may fail sometimes...

Code
bugs

Gradient 
Explosion

- Only Visualize
- Manual detection

- Manual repair

④ Automatic Training Problem Detection&Repair (ICSE’21)



Designing goals 

• To detect the training bugs in real time 
    - What is the symptoms of problems?

• To repair the buggy model automatically
- Which is the suitable solution?

④ Automatic Training Problem Detection&Repair (ICSE’21)



Being real-time and automatic is necessary because...

Randomness

Random Initializer
Shuffled Data

…

Dying ReLU Oscillating Loss

- 20 layers, 410K parameters
- ReLU activation, glorot_uniform initializer, Adam optimizer
- MNIST dataset, 50 epoch, 100 repeated runs

④ Automatic Training Problem Detection&Repair (ICSE’21)



Problem Detection Automatic Repair

Problem Recognizer Problem Report

Training Monitor

Solution Scheduler

Repaired

Recorded Data

Model

Problem

Well-trained 
Model

Failed

Model to Retrain

④ Automatic Training Problem Detection&Repair (ICSE’21)



④ Automatic Training Problem Detection&Repair (ICSE’21)



Epoch

Oscillating Loss Case on 
MNIST dataset

Epoch

Vanishing Gradient Case on 
CIFAR-10 dataset

Epoch

Dying ReLU Case on 
MNIST dataset

• Detect 316 problems in 262/495 buggy models on 6 datasets.
• Repair 309 problems with a ratio of 97.78%. 
• Improve average model accuracy by 47.08%.

1.19x more training time on buggy models, 1% more training on normal models
1% more memory overhead, 1% more overhead in automatically searching solutions

④ Automatic Training Problem Detection&Repair (ICSE’21)
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